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@‘ Control System Tasks

i Configuration
I Selecting which components take part in a certain “Activity”
I Loading of parameters (according to the “Activity”)

B Control core

I Sequencing and Synchronization of operations across the various
components

I Monitoring, Error Reporting & Recovery

I Detect and recover problems as fast as possible
| Monitor operations in general
|  Monitor Data Quality

i User Interfacing
I Allow the operator to visualize and interact with the system
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@‘ Some Reguirements

I Large number of devices/IO channels

®» Need for Distributed Hierarchical Control

| De-composition in Systems, sub-systems, ..., Devices
| Maybe: Local decision capabilities in sub-systems

I Large number of independent teams and very different
operation modes
®» Need for Partitioning Capabilities (concurrent usage)

I High Complexity & (few) non-expert Operators

®» Need for good Diagnostics tools and if possible Automation of:
| Standard Procedures
| Error Recovery Procedures

®» And for Intuitive User Interfaces
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@‘ Historx

I None of this is new...

I EXx.: Both Aleph and Delphi Control Systems:
| Were Distributed & Hierarchical Systems
| Implemented Partitioning
| Were highly Automated

| Were operated by few shifters:
| ALEPH: 2 (Shift Leader, Data Quality)
| DELPHI: 3 (Run Control, Slow Control, Data Quality)
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Figure 2 DEXPERT overall design

The DELPHI experiment control system, Applying object oriented, real time, and expert

1995

6 Conclusions

The Control and monitoring System of a large
physics experiment involves constraints of operating
efficiencv. automation and reliabilitv. -

The possibility of describing the experiment in
terms of objects, using SMI, makes it possible to au-
tomate DELPHI operations to a maximum.

system techniques to an automatic read-out
error recovery in the Aleph data acquisition

3 Conclusions system, 1992

The DEXPERT program has been in routine use since the beginning of the 1991
data taking period. It handles ~95 % of the possible errors during data-taking very effi-
ciently (i.e. correctly and considerably faster than a human expert). This has permitted
us to run the data acquisition system without requiring significant expertise on shift.
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Histor
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1 Delphi
Run Control

B Voice

Messages
(recorded)

most annoying:
“DAS is not running
even though LEP is
in Physics”



A Design Principles

i Design emphasis per experiment

Keywords
ATLAS | Hierarchical Abstraction Scalable
CMS Web Based Scalable State Machine Driven
ALICE | Partitioning Customization | Flexibility
LHCb | Integration Homogeneity Automation
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Scope & Architecture

B ATLAS

Status & Alarms
Commands
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Scope & Architecture

Status & Alarms
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Scope & Architecture

Status & Alarms

i ALICE

Commands
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. Scope & Architecture

i LHCD

Status & Alarms
Commands

i

Clara Gaspar, March 2013
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Tools & Components

I Main Control System Components:

Communications
| Message Exchange between processes

Finite State Machines
| System Description, Synchronization and Sequencing

Expert System Functionality
| Error Recovery, Assistance and Automation

Databases
| Configuration, Archive, Conditions, etc.

User Interfaces
| Visualization and Operation

Other Services:

| Process Management (start/stop processes across machines)
| Resource Management (allocate/de-allocate common resources)
| Logging, etc.

Clara Gaspar, March 2013
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@2 Frameworks

1 ALICE

I DAQ: DATE (Data Acquisition and Test Environment)
| Comms, FSM, Ul, Logging, etc.

I ATLAS

I Sub-Detectors: RodCrateDAQ;
| Comms, FSM, Ul, Configuration, Monitoring, HW Access libraries

I CMS

I Control: RCMS (Run Control and Monitoring System)
| Comms, FSM, Ul, Configuration

I DAQ: XDAQ (DAQ Software Framework)
| Comms, FSM, Ul, Hw Access, Archive

I LHCD

I Control: JCOP(Joint COntrols Project)/LHCb FW (Dataflow: Gaudi “Online”)
| Comms, FSM, Ul, Configuration, Archive, HW Access, Ul builder

Clara Gaspar, March 2013 14



@‘ Sub-System Integration

I Sub-Systems use common Framework and tools

1 ALICE

| No interface needed: all done centrally
| Configuration via DCS for most Sub-Detectors

I ATLAS

| Interface: FSM + tools & services
| Configuration via DCS for some Sub-Detectors

I CMS
| Interface: FSM in RCMS + XDAQ FW

I LHCD
| Interface: FSM + JCOP FW + guidelines (color codes, etc.)

Clara Gaspar, March 2013
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@‘ Communications

I All experiments chose one

I ALICE: DIM (mostly within the FSM toolkit)
| Mostly for Control, some Configuration and Monitoring

I ATLAS: CORBA (under IPC and IS packages)

| IPC (Inter Process Comm.) for Control and Configuration
| IS (Information Service) for Monitoring

I CMS: Web Services (used by RCMS, XDAQ)
| RCMS for Control
| XDAQ for Configuration
| XMAS (XDAQ Monitoring and Alarm System) for Monitoring

I LHCDb: DIM (and PVSSII, within the JCOP FW)
| DIM & PVSSII for Control, Configuration and Monitoring

Clara Gaspar, March 2013 16



@‘ Communications

i All Client/Server mostly Publish/Subscribe

I Difficult to compare (different “paradigms”)
| DIM is a thin layer on top of TCP/IP

| ATLAS IPC is a thin layer on top of CORBA

| Both provide a simple API, a Naming Service and error
detection & recovery

| CMS RCMS & XDAQ use WebServices (XML/Soap)
| Remote Procedure Call (RPC) like, also used as Pub./Sub.

| ATLAS IS, CMS XMAS and LHCb PVSSII

| work as data repositories (transient and/or permanent) to
be used by clients (Uls, etc.)

Clara Gaspar, March 2013 17



@‘ Communications

i Advantages and drawbacks

1 DIM

v Efficient, Easy-to-use
X Home made, old...

I CORBA
v Efficient, Easy-to-use (via the ATLAS API)
X Not so popular anymore...

I WEB Services

v Standard, modern protocol
X Performance: XML overhead

Clara Gaspar, March 2013

18



@‘ Finite State Machines

I All experiments use FSMs

I In order to model the system behaviour:

| For Synchronization, Sequencing, in some cases also for Error
Recovery and Automation of procedures

I ALICE: SMI++
| FSM for all sub-systems provided centrally (can be different)

I ATLAS: CHSM -> CLIPS -> C++
| FSM for all sub-systems provided centrally (all the same)

I CMS: Java for RCMS, C++ for XDAQ
| Each sub-system provided their own code (Java/C++)

I LHCDb: SMI++ (integrated in PVSS II)
| FSM provided centrally, sub-systems modify template graphically

Clara Gaspar, March 2013 19



@] FSM Model Design

I Two Approaches:

I Few, coarse-grained States:

| Generic actions are sent from the top

| Each sub-system synchronizes it's own operations to go to
the required state

| The top-level needs very little knowledge of the sub-
systems

| Assumes most things can be done in parallel
I Many, fine-grained States

| Every detailed transition is sequenced from the top

| The top-level needs to know the details of the sub-
systems

Clara Gaspar, March 2013 20



@ FSM Definitions

I Top-level FSM from “ground” to Running

I ATLAS

| None -> Booted -> Initial -> Configured -> Connected -> Running
I CMS

| Initial -> Halted -> Configured -> Running (+intermediary states)
I LHCD

I ALICE

Many: 20 to 25 states, 15 to get to Running

Clara Gaspar, March 2013

Not Allocated -> Not Ready -> Ready -> Active -> Running




@‘ Expert System Functionality

il Several experiments saw the need...
I Approach:

| “We are in the mess how do we get out of it?”
| No Learning...

| Used for:

I Advising the Shifter
» ATLAS, CMS

I Automated Error Recovery
®» ATLAS, LHCb, ALICE (modestly)

I Completely Automate Standard Operations
=» LHCb

Clara Gaspar, March 2013
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@‘ Expert System Functionality

B ATLAS

I Uses CLIPS for Error Recovery
| Common and distributed, domain specific, rules
| Used by experts only, sub-system rules on request

I Uses Esper for “Shifter Assistant”
| Centralised, global “Complex Event Processing”
| Moving more towards this approach...

B CMS
I Uses Perl for “DAQ Doctor”

| “Rules” are hardcoded by experts

Clara Gaspar, March 2013 23



@‘ Expert System Functionality

i LHCD

I Uses SMI++ for everything
| Distributed FSM and Rule based system

| Used by sub-systems for local error recovery and
automation

| Used by central team for top-level rules integrating
various sub-systems

i ALICE

I Uses SMI++ too
| Some error recovery (only few specific cases)

Clara Gaspar, March 2013 24



@‘ Expert System Functionality

i Decision Making, Reasoning, Approaches

I Decentralized

| Bottom-up: Sub-systems react only to their “children”
| In an event-driven, asynchronous, fashion

| Distributed: Each Sub-System can recover its errors
| Normally each team knows better how to handle local errors

| Hierarchical/Parallel recovery
| Scalable

I Centralized
| All “rules” in the same repository

Clara Gaspar, March 2013 25



@‘ Online Databases

I Three main logical Database concepts in the
Online System

DB

Experiment’'s HW & SW

Configuration settings
for a running mode

if needed for next run settings
(Pedestal Followers)

b
if History needed ~~L2B

l if needed by Offline

g

Monitoring data ]
(at regular intervals)

» To Offline

Clara Gaspar, March 2013 26



.‘:‘ User Interfacing

1]
s wto IR 7 v -

i Types of User Interfaces
I Alarm Screens and/or
Message Displays
I Monitoring Displays
I Run Control
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DATEALLPHYSICS_1_DAQ:ALLPHYSICS_ 1 _CONTROL

Hle View Options Windows

ALLPHYSICS_1
DA} = Run Control

HI running on aldagecs01 with PID 20282

Status updated

HLICE RC running on aldagecs01 with PID 7601
_ [ Weady o stant ] bata Taking|
Start processes Start |
Define
_| EDM Stop |
Show
HLT: wode C ﬂJ pnort |

LDC: Local Recording OFF v

Tue 05 10:31:30 (HI) Stant processes time : 45 seconds

Tue 05 10:30:45 (RC) GDCs: gdc-DET-ACORDE-0 gdc-DET-ZDC-0 gdc-DET-SDD-0 gdc-DET-PHOS
Tue 05 10:30:45 (RC) HLT LDCs:ldc-HLT-01dc-HLT-11dc-HLT-2 1dc-HLT-3 1dc-HLT-41dc-HLT-5.
Tue 05 10:30:45 (RC) Detector LDCs: 1dc-SPD-01-03-0 1dc-SPD-04-05-0 1dc-SPD-06-08-0 1dc-SPD-09-1
Tue 05 10:30:45 (RC) Run starting with

Tue 05 10:30:45 (RC) Starting processes for run 196753

Smaller Rj | =

Debug

Bigger

e

GDC: HO Recording v
XRUN NHUHBER : [196753 Run Control Status : |HUNNING \
Trace  [Tue 05 10:32:37 (RC) Stexting Data Taking for run 196753 Ay
Qear ||Tue 05 10:31:30 (HI) Cuuvent RC options loaded from datab =

i Implemented in Tcl/Tk
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O PHYSICS_1_PCA

Hle View Options Permissions

PHYSICS_1
Partition Control Agent

HI running on aldagecs01 with PID 25309

More ... I
[ TECHNICAL
HLICE Taking data
More

| Global RUN number: [196753 RUN type: |[TECHNICAL |

| Parameters and Options for global operations
[ woc: Local Recording oFF [ 603 WO Recording
| fAccess rights granted to the PCA {orange background if missing locks)

| Global operations 'allowed' / 'not allowed' by the online systems
DCS systen | DAQ system | TRIGGER system

’ HLT wmode C

| HLT system |

| PCAinfo: [10:32:40: {PHYSICS_1} Taking data

Trace  |Tue 05 10:32:40: {PHYSICS_1} Taking data
Clear | Tue 05 10:32:37: {PHYSICS_1} Start Trigger and take data
Tue 05 10:32:37: {PHYSICS_1_CONTROL} Starting Data Taking for run 196753
Tue 05 10:32:37: {PHYSICS_1} Start DAQ Data taking

Pause
- Tue 05 10:32:33: {PHYSICS_1} Steat HLT

Bigger |TuellS 10:30:45: {PHYSICS 1 CONTROL} GDCs: gic-DET-ACORDE-0 gdc-DE

Smaller "Q | >V
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ATLAS Run Control

1 IGUI

— 20X

File Commands Access Control Settings Logging Level Help

A Commit & Reload | [0 Load Panels ~ I8 R e ko i I Java

RUN CONTROL STATE _ [ Run Control | Segments & Resources | Dataset Tags
P L
~Run Control Commands——— ||| o [F'RUNNING | RootController RootController I M O d u I ar .
[ sHuTDOWN | | BOOT | o [LNRUNNING™ TDAQ:pc-tda-oni-68
o [CRUNNINGTH  Pocer
[ TERMINATE | [ INITIALIZE |
o [ERUNNINGT  sct u -SyS ems
[ UNcoNFIG | | CONFIG | - _ TRT :
| STOP | START | o _ BCM:pc-tdq-onl-82 o % Infrastructure -
-~ ENRUNNG Lt ag can a elr
[ HOLDTRG | [ RESUMETRG | g _ Tile
Beam Stable O l Warm Start || Warm Stop ‘ P — MDT an e I S
; : o [ERONNINGT  Toc
-Run Information & Settings ;5
o [ERONNINGT  csc
Run number 218771 - _ LUCID
Super Master Key 1563 - _ ALFA
LHC Clock Type BC1 - — ZDC:pc-tdg-mon-60
Recording Enabled - _ DQM:pc-tdq-mon-64
Start time 04-Feb-2013 16:38:58 o _ ID-Monitoting:pc-tdg-mon-76
Stop time o—_ GlobalMonitoringSegmentpc-tdq-mon-83 s [ Ad 4]
Total time 1h21m, 315 DL Advance
Information | Counters | Settings | @ O Show Online Seg Eingd: || @ | ® | E | [OMatch Case [v] Repeats |
Subscription criteria  [¥] WARNING ERROR FATAL [ |INFORMATION [ |Expression ’Suhscribe
TIME APPLICATION | NAME | MESSAGE &
17:59:59 INFORMATION IGUI INTERNAL All done! IGUI is going to appear... -
17:59:58 INFORMATION IGUI INTERNAL Waiting for the "Dataset Tags" panel to initialize...
17:59:58 INFORMATION IGUI INTERNAL Waiting for the "Segments & Resources" panel to initialize...
17:59:57 INFORMATION IGUI INTERNAL Waiting for the "Run Control* panel to initialize... =
17:59:57 INFORMATION IGUI INTERNAL Creating panel "lgui.DSPanel"...
17:59:57 INFORMATION IGUI INTERNAL Creating panel "Igui.SegmentsResourcesPanel"... -
17:59:57 INFORMATION IGUI INTERNAL Creating panel "Igui.RunControlMainPanel"...
17:59:57 INFORMATION IGUI INTERNAL Waiting for the "Elog-Dialog" panel to initialize...
17:59:57 INFORMATION IGUI INTERNAL Creating the panel instance of class "lgui.ElogDialog"...
17:59:57 INFORMATION IGUI INTERNAL Waiting for the "MainCommands” panel to initialize...
17:59:57 INFORMATION IGUI INTERNAL Creating the panel instance of class "lgui.MainPanel"... nd
Message format Visible rows 1 lOOHA Current MRS subscription WARNING|ERROR|FATAL
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CMS Run Control
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.
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I Web tools: JavaScript+HTML
i Also LabView Monitoring
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LHCb Run Control

1 JCOP FW

Clara Gaspar, March 2013

£* Vision_1: fwFSMAFSMOperat... JBI[=] B3| £ LHCb: TOP = B3
System Shite Auto Pilot Thu 07-Feb-2013  09:52:49 | PVS S + S IVI I + +
e [ 8| 4 —
[ Runlnfo Sub-System State ~Run Info L 1 k
- IKE a Sa
B J..ETFC DES __@_ Run Number: Activity:
- [T DAl n [ 138883 [coLuisionipa ~| Deferred HLT -]
[+ Storage
Ej:=;"::::;:‘3ctiﬂn HAR __@_ Run Start Time: Trigger Config: View... | a eve S
& @ Caiibration Runinfo _ [07-Feb-2013 09:37 45 [pa_2m3 ~| ¥ Defer HLT
= [ o]
TFC
EJ"-VELOA 8 Run Duration: Time Alignment: -
o
g —i HLT n 000:15:03 I~ TAE half window [0 ~| F L0 Gap U SI n g a Ve ry
=-[moTa e n Nr. Events: Max Nr. Events: -
e lonitoring
- [oTA.DCS 15502054 I™ Run limited to [0 Events CO n Ve n I e nt
- [OTA_HY z
- [0TA_DAQ Calibration m Step Nr: To Go: Automated Run with Steps: Start at:
T w | we g P F Bt e Graphic Editor
LO Rate: HLT Rate: Dead Time: Overflow: p
oA DAG_TELL Deferred HLT Info -100% -100%
OTA_DAQ_Tell1ORXContr G S e
O i LHCh_Deferred [ y ] ,;@{
#-[JoTa_TFC T -50% -50%
S Runs/Files: 0/0 Q_l
#-[JOTA_Storage = I—-
+-[_JOTA_Monitoring Ploceslllg.b% 0% 100% d 1
| A -0% -0% | I I
EJ _-OTC Disk Usage:29% _hﬁ 17192.04 Hz 5584.61 Hz 0.78 % 0.00 % O I
B . . o :
B Efficiency ] L4 Trigger Rates I Data Destination: |Offline v] Data Type: [IONPROTOMN1S E] v Automatic
£ .
i TFC Control | TELL1s | LHCb Elog | File: [/dagarea/lhcb/data/2013/RAW/FULL/LHCB/IONPROTON13/136863  Run DB
E 3 Sub-Detectors:
E;
E:
E
E:
E
#-[Jinjector
B-[CJHY
- [EAutoPilot
[sig Brother
[#-[_JserviceDomains Messages :
U7 e 20T S U0 US4 T CHC T EXE U A TIOTT S TR T OTT =
07-Feb-2013 05:03:42 - LHCh in state ACTIVE
07-Feb-2013 05:03:42 - LHCh in state RUNNING
4‘ ﬁ 07-Feh-2 28:21 - ™ INFO - VELO Closed, Changing RUN
I [ A Dwpers 07-Feb-2013 05:28:21 - LHCh executing action CHANGE_RUN j Close
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=10l x|

| Wed 06.Feb-2013  09:47:22 |

System State —Big Brother
Big Broth : [t
= Xy Settings | = oy
Sub-System State p _LHC
LHG __ e B BERTCaaT Mode: Fill Number: Energy:
BCM | mev  -[/| ANIEEISREE [PrROTON-NUCLEUS PI [3533 [4000 Gev
we ||
207 s —Magnet
LHCh Clock m Ok | Cancel Set Current: Measured Current: Polarity:
; |sa50 A [sas0.04 [Down
—Handshakes —DB Interfaces
LHC LHCb
Run DB Server: () CondDB Server:({) PVSSArchive: ()
—Voltages —~VELO Closing Manager
System State Requested Settings Motion State DAQ HV BCMBPM VTX

I LHCb_LHC_HV&LV

Sub-Detector State Req.HV %0k
VELO_LHC_HV 1100.00
TT_LHC_HV [100.00
IT_LHC_HV [100.00
OT_LHC_HV 1100.00
RICH1_LHC_HV [100.00
RICH2_LHC_HV [100.00
PRS_LHC_HV [100.00
ECAL_LHC_HV [100.00
HCAL_LHC_HV [100.00
MUON_LHC_HV READY 99.94

| PHYSICS 'l

Beam Position

= _ﬂl Motion I Criteria l

Motion System Position

X [ 089 mm XA [ 0.9 mm

Y 0.19 mm Y

Status:

XC | 0,59 mm
0.21 mm

¥8.5

06-Feb 06:19:10 - Got good update(s), going to next step.
06-Feb 06:19:10 - End of automatic closing procedure
06-Feb 06:19:10 - Current Y¥TX values frozen.|

06-Feb 06:19:10 - Usina limits for step: 0

o TTO7y o 2 g
06-Feb 06:19:09 - Now waiting For 2nd update of the BeamPosition... ;I
06-Feb 06:19:10 - X¥A=-0,169, XYC=0.165, Y¥A=0.037, Y¥C=-0.076

ek

06-Feb-2013 06:10:31 - LHCh LHC HY executing action GOTO PHYSICS

—Safety
Sub-Detector Requested LV Sub-Detector State
VELO_LHC_LV TT_Safety
TT_LHC_LV IT_Safety
IT_LHC_LV OT_Safety
RICH1_LHC_LV RICH_Safety
RICH2_LHC_LV MUON_Safety
Messages _
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i Used by
operator to
confirm
automated
actions

B Voice

Messages
(synthesized)
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@‘ Access Control

I What are we trying to achieve?
I Protect against “evil” attacks?

| We are “authenticated” and inside a protected network...

I Avoid Mistakes?
| Mistakes are often done by experts...

I Traceability and Accountability...

i Types of Protection

I At Ul Level

| LHCb, ALICE, CMS: Very basic: ownership
(CMS: also Role based views)

I Everywhere (at message reception)
| ATLAS: Role Based

Clara Gaspar, March 2013
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i Size of the Control Systems (in PCs)

I ALICE: 1

I ATLAS: 32 + some for HLT control

I CMS: 12

@‘ Size and Performance

I LHCb: ~50 DAQ + ~50 HLT + ~50 DCS
B Some Performance numbers

ALICE | ATLAS | CMS | LHCb
Cold Start to Running (min.) 5 5 3 4
Stop/Start Run (min.) 6 2 1 1
Fast Stop/Start (sec.) - <10 <10 <10
DAQ Inefficiency (%) 1 <1 <1 <1
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@‘ Ogerations

i Experiment Operations
I Shifters:
| ALICE: 4 (SL, DCS, RC, DQ+HLT)
| ATLAS: 8 (SL, DCS, RC, TRG, DQ, ID, Muon, Calo)
| CMS: 5 (SL, DCS, RC, TRG, DQ)
| LHCb: 2 (SL, DQ)
I Ex.: Start of Fill sequence
| In general HV automatically handled

| Run Control Shifter manually Configures/Starts the
Run (apart from LHCD)
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